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Abstract

Superoperators play a crucial role in quantum information theory, providing

a framework for describing quantum channels and operations. In this project,

we explore various ways to represent a superoperator, which includes the Kraus

representation, Stinespring representation, Liouville matrix representation, Pauli

Transfer Matrix, Choi matrix representation, and χ-matrix representation.

To begin with, we introduce the concept of superoperators, which are math-

ematical constructs used to describe the evolution of quantum states. We will

we focus on completely positive and trace-preserving maps, which are essential in

quantum information theory as they represent the most general form of physical

quantum operations.

Next, we delve into different representations of superoperators. We define each

of these representations in detail and prove several theorems that demonstrate

their importance. These theorems highlight the utility of each representation

depending on the specific properties of the superoperator we aim to investigate.

For instance, the Kraus representation is particularly useful for understanding

how quantum operations decompose into simpler components, while the Choi

matrix provides a clear criterion for complete positivity.

Then, we prove that all the different representations of a superoperator are

equivalent. This equivalence is important because it allows us to convert between

representations with ease, depending on which one is more convenient for the

problem at hand. That is, if we are given a certain superoperator representation,

we can find all the other representations with ease.

Consequently, we analyze the properties of these representations when we add

the restrictions that the superoperators are trace-preserving and/or completely

positive. By imposing these restrictions, we clarify our understanding of how

these properties manifest in each representation and derive conditions that must

be satisfied.

Finally, we visualize specific quantum channels using these representations.

This analysis provides a new perspective on how the representations depict the

channels and allows us to examine their properties in greater detail.
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1 Superoperators

1.1 Introduction

Definition 1.1 (Superoperator). A superoperator E : L(HA) → L(HB) is a linear map

taking linear density matrices to density matrices.

Definition 1.2 (CPTP map). A completely positive trace-preserving (CPTP) map

E : L(HA) → L(HB) is a superoperator satisfying the following conditions [1]:

(i) Convex Linearity: p1E(ρ1) + p2E(ρ2) = E(p1ρ1 + p2ρ2) where pi ≥ 0.

(ii) Completely positivity: For any Hilbert space HB and ρAB ∈ L(HA⊗HB), we have

that [E ⊗IB](ρAB) ≥ 0 whenever ρAB ≥ 0, where IB is the identity superoperator

acting on HB.

(iii) Trace preserving: Tr
(
E(ρ)

)
= Tr(ρ).

Definition 1.3 (CP map). A completely positive (CP) map E : L(HA) → L(HB) is a

superoperator that satisfies (i) and (ii).

Definition 1.4 (Quantum Channel). A quantum channel E : L(HA) → L(HB) is a

CPTP map.

Definition 1.5 (Unital). A superoperator E : L(HA) → L(HB) is unital if

E(1A) = 1B (1.1)

Remark. Even though we can have superoperators E : L(HA) → L(HB) where HA and

HB have different dimensions [2], in this project we will only be focusing in superoper-

ators of the form E : L(HA) → L(HA).

1.2 Examples of Quantum Channels

Example 1.2.1 (Depolarizing Channel). For a D-dimensional quantum system, the de-

polarizing channel can be expressed as

E(ρ) = (1− p)ρ+
1
D
p where 0 ≤ p ≤ 1 +

1

D2 − 1
(1.2)
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Example 1.2.2 (Amplitude Damping Channel). For a two-dimensional Hilbert space

H = C2 we can represent the amplitude damping channel as

E(ρ) = A0ρA
†
0 + A1ρA

†
1 (1.3)

where

A0 =

 1 0

0
√
1− γ

 , A1 =

 0
√
γ

0 0

 (1.4)

and 0 ≤ γ ≤ 1.

Example 1.2.3 (Phase Damping Channel). For a two-dimensional Hilbert space H = C2

we can express a phase damping channel as

E(ρ) = A0ρA
†
0 + A1ρA

†
1 (1.5)

where

A0 =

 1 0

0
√
1− λ

 , A1 =

 0 0

0
√
λ

 (1.6)

and 0 ≤ λ ≤ 1.

Example 1.2.4 (Phase + Amplitude Damping). We can combine the phase and ampli-

tude channels and express it as one superoperator, which is represented as

E(ρ) = A0ρA
†
0 + A1ρA

†
1 + A2ρA

†
2 (1.7)

where

A0 =

 1 0

0
√
1− λ′ − γ

 , A1 =

 0 0

0
√
λ′

 , A2 =

 0
√
γ

0 0

 (1.8)

and λ′ = λ(1− γ), 0 ≤ λ ≤ 1, 0 ≤ γ ≤ 1 [3].
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1.3 Pauli Channels

Definition 1.6 (Generalized Pauli Basis). Given a n-qubit system, the generalized

Pauli basis is defined as

Pn = {Pα} = {1, X, Y, Z}⊗n (1.9)

with |Pn| = 4n = D2. By convention, we define the elements Pα of Pn as

P1 = 1⊗n

P2 = 1⊗n−1 ⊗X

P3 = 1⊗n−1 ⊗ Y

P4 = 1⊗n−1 ⊗ Z

P5 = 1⊗n−2 ⊗X ⊗ 1
...

PD2 = Z⊗n

Remark. Any pair of generalized Paulis will either commute or anti-commute [1].

Definition 1.7 (Pauli Channel). A Pauli channel E : L(HA) → L(HA) of a n-qubit

system is a quantum channel that can be represented as

E(ρ) =
4n∑
α=1

pαPαρPα (1.10)

where Pα ∈ Pn, α ∈ {1, . . . , D2} and
∑

α pα = 1. Usually, we define p1 = 1− p′ where

p′ =
∑

α ̸=1 pα.

Recall that an arbitrary density matrix for a qubit (n = 1) can be written as [4]:

ρ =
1A + r⃗ · σ⃗

2
(1.11)

where r⃗ = (rX , rY , rZ) is the Bloch vector, σ⃗ = (X, Y, Z) and ∥r⃗∥ ≤ 1, satisfying the

equality if and only if ρ represents a pure state, otherwise it’s a mixed state. Therefore,

using the convention definition of the generalized Pauli basis, we can rewrite ρ as

7



ρ =
1

2

4∑
γ=1

rγPγ (1.12)

where r1 = 1, and (r2, r3, r4) = (rX , rY , rZ). Expressing ρ as in (1.12) can help us see

how a Pauli channel E acts on a density matrix ρ. We can see this by replacing (1.12)

in (1.10).

E(ρ) = 1

2

4∑
α,γ=1

pαrγPαPγPα (1.13)

By the above remark, we can simplify (1.13) [5]:

PαPγPα = Aγ,αPγ, with A =


1 1 1 1

1 1 −1 −1

1 −1 1 −1

1 −1 −1 1

 (1.14)

Equation (1.13) will have the form

E(ρ) = 1

2

4∑
γ=1

 4∑
α=1

pαAγ,α

 rγPγ (1.15)

Example 1.3.1. [Depolarizing channel is a Pauli channel] We can represent the depo-

larizing channel from Example 1.3.1 as a Pauli channel, with p1 = 1 − p + p/D2 and

pα = p/D2 for all α ̸= 1 [1]. For D = 2, we have

E(ρ) =
(
1− 3

4
p

)
ρ+

p

4
(XρX + Y ρY + ZρZ) (1.16)
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2 Superoperator Representations

2.1 Kraus Representation

2.1.1 Introduction

Definition 2.1 (Kraus Operators). A superoperator E : L(HA) → L(HA) can be

described as

E(ρ) =
∑
k

AkρB
†
k (2.1)

where {Ak} and {Bk} are sets of Kraus operators.

Proposition 2.1. CP maps can be represented as

E(ρ) =
∑
k

AkρA
†
k (2.2)

It implies that {Bk} = {Ak}. This will become apparent in Section 2.4 when we learn

about the Choi Representation and Choi’s Theorem.

Definition 2.2 (Kraus Representation of CPTP maps). E : L(HA) → L(HA) can be

expressed as

E(ρ) =
∑
k

AkρA
†
k (2.3)

for some set of Kraus operators {Ak} such that
∑

k A
†
kAk = 1.

2.1.2 Kraus Representation Theorem

Theorem 2.1 (Kraus Representation Theorem [1]). A superoperator E : L(HA) →
L(HA) is a CPTP map if and only if it admits a set of Kraus operators {Ak} and∑

k A
†
kAk = 1.

Proof. =⇒ ) Assume that E is a CPTP map. By Stinespring Dilation Theorem

(Theorem 2.5), E can be expressed as

E(ρ) = TrB(Uρ⊗ |0⟩⟨0|U †) (2.4)

9



where U : HA ⊗HB → HA → HB is a unitary operator acting on the extended Hilbert

Space HA ⊗HB. Let {|bk⟩} be an orthonormal basis of HB. Therefore

E(ρ) = TrB(Uρ⊗ |0⟩⟨0|U †)

=
∑
k

(
1A ⊗ ⟨bk|

)
U
(
ρ⊗ |0⟩⟨0|

)
U † (1A ⊗ |bk⟩

)
=
∑
k

(
1A ⊗ ⟨bk|

)
U
(
1A ⊗ |0⟩

)︸ ︷︷ ︸
Ak

ρ
(
1A ⊗ ⟨0|

)
U † (1A ⊗ |bk⟩

)︸ ︷︷ ︸
A†

k

=
∑
k

AkρA
†
k

Remark. This proof assumes Stinespring’s Dilation Theorem (2.5) is true, however, we

used Kraus Representation Theorem to prove Theorem 2.5. To avoid this problem,

Theorem 2.9 proves this implication too.

⇐= ) Assume that E admits an operator-sum decomposition. Therefore

E(ρ) =
∑
k

AkρA
†
k (2.5)

Trace Preserving: By the cyclic property of trace, we have

Tr(E(ρ)) = Tr

∑
k

AkρA
†
k


=
∑
k

Tr
(
AkρA

†
k

)
=
∑
k

Tr
(
A†

kAkρ
)

= Tr

∑
k

A†
kAkρ


= Tr(1ρ)

= Tr(ρ)

Complete Positivity: To show complete positivity, we need to prove that IB⊗E ≥ 0

for any positive semidefinite ρAB ∈ L(HA ⊗HB)
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Consider an extended Hilbert space HA⊗HB. Let ρAB ∈ L(ρAB) be a positive semidef-

inite operator. We need to show that:

(IB ⊗ E)(ρAB) ≥ 0 (2.6)

Using the operator-sum decomposition:

(IB ⊗ E)(ρAB) =
∑
k

(Ak ⊗ IB)ρAB(A
†
k ⊗ IB). (2.7)

Since ρAB is positive semidefinite, we can write it as ρAB =
∑

i |ψi⟩⟨ψi| where |ψi⟩ ∈
HA ⊗HB.Therefore

(IB ⊗ E)(ρAB) =
∑
i,k

(Ak ⊗ IB)|ψi⟩︸ ︷︷ ︸
|ϕi,k⟩

⟨ψi|(A†
k ⊗ IB)︸ ︷︷ ︸

⟨ϕi,k|

=
∑
i,k

∣∣ϕi,k

〉〈
ϕi,k

∣∣ ≥ 0 (2.8)

finishing the proof.

The following theorems show the different freedoms of the Kraus Representation

Theorem 2.2 (Unitary Freedom of Kraus operators). [4] Given two quantum channels

E : L(HA) → L(HA) and F : L(HA) → L(HA), then E = F if and only if their Kraus

operators are related by a unitary change of basis.

Proof. Let {Ak} be a set of Kraus operators such that E(ρ) =
∑

k AkρA
†
k. Define a new

set of Kraus operators {Bk} such that Ak =
∑

l UklBl, where U is an unitary matrix.

Therefore,

E(ρ) =
∑
k

AkρA
†
k

=
∑
k,l,l′

UklBlρB
†
l′U

∗
kl′

=
∑
k,l,l′

UklU
∗
kl′BlρB

†
l′

=
∑
l,l′

δll′BlρB
†
l′

=
∑
l

BlρB
†
l′

= E(ρ)
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Theorem 2.3. There is a unitary freedom in choosing the set of Kraus operators asso-

ciated with any fixed unitary acting on an extended Hilbert space [1].

Proof. Let E : L(HA) → L(HA) be a quantum channel such that

E(ρ) = TrB(UρA ⊗ |0⟩⟨0|U †) =
∑
k

AkρAA
†
k (2.9)

where Ak = ⟨k|U |0⟩. Since there is freedom assigning a state to the ancillary system,

then we can choose a state |ψ⟩ = V |0⟩ where V is a unitary acting on |0⟩.

Therefore

E(ρ) = TrB(UρA ⊗ |ψ⟩⟨ψ|U †) =
∑
k

BkρAB
†
k (2.10)

where Bk = ⟨k|U |ψ⟩. Note that

Bk = ⟨k|U |ψ⟩ = ⟨k|UV |0⟩ = ⟨k|U ′ |0⟩ = A′
k (2.11)

Therefore there is a unitary freedom in choosing the set of Kraus operators associated

with any fixed unitary acting on an extended Hilbert space.

Additionally, we have the following theorem.

Theorem 2.4. If E : L(HA) → L(HA) is CPTP map then E† is unital [2].

Proof. Assume E is CPTP, hence

⟨1, ρ⟩ = Tr(ρ) = Tr
(
E(ρ)

)
= ⟨1, E(ρ)⟩ = ⟨E†(1), ρ⟩ (2.12)

Therefore ⟨1 − E†(1), ρ⟩ = 0, which implies that E†(1) = 1. This means that E is

unital.

Remark. All quantum channels E : L(HA) → L(HA) acting on a D-dimensional Hilbert

space can be generated by a set of Kraus operators {Ak} containing at mostD2 elements

[4].
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2.2 Stinespring Representation

2.2.1 Introduction

Definition 2.3 (Stinespring Representation [2]). Let HA,HB be Hilbert spaces and

V,W : HA → HA⊗HB be operators. The Stinespring representation of a superoperator

E : L(HA) → L(HA) is defined as

E(ρ) = TrB(V ρW
†) (2.13)

2.2.2 Stinespring Dilation Theorem

Theorem 2.5 (Stinespring Dilation Theorem [1]). Any CPTP map E : L(HA) → L(HA)

can be expressed as the reduced action of a unitary operator acting on an extended

Hilbert space U : HA ⊗HB → HA ⊗HB as follows:

E(ρ) = TrB

(
U
(
|0⟩⟨0| ⊗ ρ

)
U †
)

(2.14)

where the initial state for the ancilla Hilbert space |0⟩⟨0| ∈ L (HB) is uncorrelated with

the initial system state ρ ∈ L (HA).

Proof. [6] Assume E is CPTP. Therefore, by Theorem 2.1, E admits a Kraus decompo-

sition. Let {Ak} denote that set of Kraus operators such that

E(ρ) =
∑
k

AkρA
†
k,

∑
k

A†
kAk = 1A (2.15)

Define a unitary U in an extended Hilbert space such

U =


A0 ? · · · ?

A1 ? · · · ?
...

...
. . .

...

AN−1 ? · · · ?

 (2.16)

where N is the number of Kraus operators. Consider the expression

TrB

(
U
(
|0⟩⟨0| ⊗ ρ

)
U †
)

(2.17)
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Note that we can rewrite the expression as

TrB

(
U
(
|0⟩⟨0| ⊗ ρ

)
U †
)
= TrB

(
U(|0⟩ ⊗ 1)ρ(⟨0| ⊗ 1)U †

)
(2.18)

From the way we chose U , we have that

U
(
|0⟩ ⊗ 1

)
=

N−1∑
k=0

|k⟩ ⊗ Ak (2.19)

Therefore

U
(
|0⟩⟨0| ⊗ ρ

)
U † =

N−1∑
j,k=0

|k⟩⟨j| ⊗ AkρA
†
j (2.20)

and so

TrB

(
U
(
|0⟩⟨0| ⊗ ρ

)
U †
)
=

N−1∑
j,k=0

Tr(|k⟩⟨j|)AkρA
†
j =

N−1∑
k=0

AkρA
†
k = E(ρ) (2.21)

We still need to show that U is unitary. Let n be the dimension of HA. Therefore, the

first n columns |γn⟩ of U are defined as follows:

|γn⟩ =
N−1∑
k=0

|k⟩ ⊗ Ak |n⟩ (2.22)

Note that

⟨γa|γb⟩ =
N−1∑
j,k=0

⟨k|j⟩ ⟨a|A†
kAj |b⟩ = ⟨a|

N−1∑
k=0

A†
kAk

 |b⟩ = ⟨a|b⟩ = δab (2.23)

Therefore, the first n columns of U form an orthonormal set. We can use Gram-Schmidt

to generate an orthonormal basis of HA⊗HB, and thus U is a unitary matrix, finishing

the proof.

By Theorem 2.5, we can see that any CPTP can be represented as a unitary operation

on an extended Hilbert space.

Remark. The dimension needed for the extended Hilbert space is going to depend on

the number of Kraus operators. Since the maximum number of Kraus operators is D2

where D = dimHA, then max dimHB = D3.
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2.3 Liouville Matrix Representation

2.3.1 Introduction

Recall that a superoperator E : L(HA) → L(HA) is a linear map. Consider the column

vectorization of a D×D density matrix ρ defined as vec (ρ), which is a vector of length

D2. Since ρ 7→ E(ρ) is linear, then the mapping

vec (ρ) 7→ vec
(
E(ρ)

)
(2.24)

must be linear too [2]. Therefore, there exists a D2×D2 linear operator [E ] that satisfies

[E ] vec (ρ) = vec
(
E(ρ)

)
(2.25)

Definition 2.4 (Liouville Matrix). The Liouville matrix representation of a superop-

erator is a linear operator [E ] that satisfies (2.25)

2.3.2 Building the Liouville Matrix

Let {Bα}, α ∈ {1, . . . D2} be an orthonormal basis of the space of D × D complex

matrices. The entries of the Liouville Matrix are defined as follows [1]:

[E ]αβ = Tr
(
B†

αE(Bβ)
)

(2.26)

The orthonormality of {Bα} is the defined by the Hilbert-Schmidt inner product

⟨Bα, Bβ⟩ = Tr
(
B†

αBβ

)
= δij (2.27)

Remark. Even though we can choose any orthonormal basis to build the matrix, this

matrix representation is unique [2], unlike the Kraus and Stinespring representation.

Example 2.3.1. By choosing the induced basis Bα = Eij ≡ |i⟩⟨j|, the entries of the

Liouville matrix are defined as

[E ]α,β = [E ]ij,kl = Tr
(
(|i⟩⟨j|)†E(|k⟩⟨l|)

)
= ⟨i| E(|k⟩⟨l|) |j⟩ (2.28)

The Liouville matrix in the induced basis is called Superoperator representation.
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We can represent the vectorization of a density matrix ρ as a sum of projections over

the vectorization of the standard basis Eα

vec (ρ) =
∑
α

Tr
(
E†

αρ
)
vec (Eα) (2.29)

We can show that the definition of the Liouville Matrix satisfies Equation (2.25) [7].

From (2.29) and by the linearity and cyclic property of trace, we have

vec
(
E(ρ)

)
=
∑
α

Tr
(
E†

αE(ρ)
)
vec (Eα)

=
∑
α

Tr

E†
αE

∑
β

Tr
(
E†

βρ
)
Eβ


 vec (Eα)

=
∑
α,β

Tr
(
E†

βρ
)
Tr
(
E†

αE(Eβ)
)
vec (Eα)

=
∑
α,β

[E ]αβ Tr
(
E†

βρ
)
vec (Eα)

=
∑
α,β

[E ]αβ vec (ρ)β vec (Eα)

= [E ] vec (ρ)

Remark. One of the advantages of the Liouville representation is that we can represent

the composition of superoperators as a matrix product of their respective Liouville

representations [1]. Let E1, E2 be a pair of superoperators of appropiate dimension.

Therefore,

[E2][E1] vec (ρ) = [E2] vec
(
E1(ρ)

)
= vec

(
E2(E1(ρ))

)
(2.30)

2.3.3 Pauli Transfer Matrix

Definition 2.5 (Pauli Transfer Matrix). The Pauli transfer matrix [E ]PTM is a Liou-

ville matrix that uses the normalized generalized Pauli basis {P̂α} = {Pα}/
√
D as its

orthonormal basis.

Remark. Definition 1.6 gives the definition of {Pα}. By convention, P̂1 = 1D/
√
D.
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The entries of the Pauli transfer matrix can provide insightful information about the

properties of the superoperator [1]. We can break down the Pauli transfer matrix as

follows:

[E ]PTM =

 t(E) m⃗(E)
n⃗(E) [R(E)]

 (2.31)

where t is a scalar, m⃗ and n⃗ are row and column vectors of appropiate length respec-

tively, and [R] is a D2 − 1×D2 − 1 submatrix.

Theorem 2.6. Any trace preserving map E one has t(E) = 1 and m⃗ = 0⃗, and, if E is a

unital map, then t(E) = 1 and m⃗ = n⃗ = 0⃗.

Proof. Assume that E is a trace-preserving map. Therefore:

t(E) = E11 = Tr(P̂ †
1E(P̂1)) =

1

D
Tr(E(1D)) =

1

D
Tr(1D) = 1 (2.32)

Let m⃗ = (m2,m3, . . .mD2) then for any β ∈ {2, . . . , D2}

mβ = E1β = Tr(P̂ †
1E(P̂β)) =

1

D
Tr(1DE(P̂β)) =

1

D
Tr(P̂β) = 0 (2.33)

since Tr(P̂β) = 0 for all Paulis except the identity matrix 1D/
√
D. Therefore, m⃗ = 0.

Assume that E is a unital map. Therefore, t(E) = 1 since E(1D) = 1D.

Let m⃗ = (m2,m3, . . .mD2) then for any β ∈ {2, . . . , D2}

mβ = Tr(P̂ †
1E(P̂β)) =

1

D
Tr(1DE(P̂β)) =

1

D
Tr

∑
k

A†
kP̂βAk

 =
1

D
Tr(P̂β) = 0

(2.34)

Moreover, for n⃗ we have

nα = Tr(P̂ †
αE(P̂1)) =

1

D
Tr(P̂ †

α) = 0 (2.35)

Therefore m⃗ = n⃗ = 0⃗.
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Let’s consider the submatrix [R]. Recall from Equation 1.11 that we can express a

density matrix for a one-qubit system as a linear combination of the Pauli matrices.

By our choice of basis, then we can express vec (ρ) as

vec (ρ) =


1

rY

rX

rZ

 =

1

r⃗

 (2.36)

Therefore, by Theorem 2.6, we have that for any trace preserving map E

[E ] vec (ρ) =

1 0⃗

b⃗ [R]

1

r⃗

 =

 1

[R]⃗r+ b⃗

 = vec
(
E(ρ)

)
(2.37)

We can see that r⃗′ = [R]⃗r + b⃗. If E is unital, then r⃗′ = [R]⃗r, which means that the

updated components of the Bloch Sphere are just a linear transformation from the orig-

inal vector. A property of [R] for trace-preserving maps is that their eigenvalues satisfy

de inequality |λ| ≤ 1 [8]. This also implies that | det[R]| ≤ 1 since the determinant of a

matrix is equal to the product of its eigenvalues. If the equality is satisfied, then [R] is

a rotation matrix; this means that E maps pure states to pure states, since we are just

rotating a vector that lies in the surface of the Bloch sphere. If not, then it maps pure

states into mixed states.

Remark. Usually, the matrix [R] is diagonalizable. However, this is not always the case.

A sufficient condition to ensure that [R] is diagonalizable is if all its eigenvalues are

distinct [8].

Example 2.3.2 (One-Qubit Clifford Group). The submatrix [R] of the Pauli transfer

matrix for the 24 elements of the one-qubit Clifford group acting on a quantum state

have determinant 1 and eigenvalues satisfying |λ| = 1. It makes sense as the element

of the Clifford group are unitary matrices. As an example, we have the PTMs of some

elements of the Clifford group.
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Figure 1: PTM of Pauli I gate Figure 2: PTM of Pauli X gate

Figure 3: PTM of Pauli Y gate Figure 4: PTM of Pauli Z gate

Figure 5: PTM of S gate Figure 6: PTM of Hadamard gate

All the [R] matrices have determinant equal to 1 and satisfy |λ| = 1.
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However, some channels we have seen previously do not satisfy the equalities.

Example 2.3.3 (Depolarizing Channel).

[R] =

 1− p 0 0

0 1− p 0

0 0 1− p

 (2.38)

Example 2.3.4 (Amplitude Damping Channel).

[R] =


√
1− γ 0 0

0
√
1− γ 0

0 0 1− γ

 (2.39)

Example 2.3.5 (Phase Damping Channel).

[R] =


√
1− λ 0 0

0
√
1− λ 0

0 0 1

 (2.40)

Example 2.3.6 (Phase + Amplitude Damping).

[R] =


√
1− λ′ − γ 0 0

0
√
1− λ′ − γ 0

0 0 1− γ

 (2.41)

Example 2.3.7 (One-Qubit Pauli Channel).

[R] =

 1− 2
(
py + pz

)
0 0

0 1− 2 (px + pz) 0

0 0 1− 2
(
px + py

)
 (2.42)

The eigenvalues of these matrices depend on their parameters, but we can see that

only for trivial cases, the submatrices [R] become the identity matrix; however, for

non-trivial parameter values, they are not rotation matrices.
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2.4 Choi Matrix Representation

2.4.1 Introduction

Definition 2.6. (Choi Matrix) The Choi matrix ΦE : T (HA,HA) → L(HA ⊗HA) of a

superoperator E : L(HA) → L(HA) is defined as

ΦE = (IA ⊗ E) |ψ⟩⟨ψ| = (IA ⊗ E)(Φ+) (2.43)

where |ψ⟩ is the maximally entangled pure state |ψ⟩ =
∑

i |i⟩ ⊗ |i⟩ [9]. Expanding |ψ⟩
gives us the form found in [10]

ΦE = (IA ⊗ E) |ψ⟩⟨ψ| = (IA ⊗ E)
∑
i,j

(|i⟩ ⊗ |i⟩)(⟨j| ⊗ ⟨j|)

= (IA ⊗ E)
∑
i,j

|i⟩⟨j| ⊗ |i⟩⟨j|

=
∑
i,j

|i⟩⟨j| ⊗ E(|i⟩⟨j|)

Therefore
ΦE =

∑
i,j

E(Eij)⊗ Eij (2.44)

The Choi matrix will take the form [1]

ΦE =


E(E11) E(E12) . . .

E(E21) E(E22)
...

. . .

 (2.45)

Remark. Note that vec (1A) =
∑

i |i⟩⊗|i⟩. Therefore, some references such as [2] express

the Choi matrix as

ΦE = (IA ⊗ E) vec (1A) vec (1A)
† (2.46)

Proposition 2.2. The Choi matrix of a superoperator E : L(HA) → L(HA) with Kraus

operators {Ak}, {Bk} can be represented as

ΦE =
∑
k

vec (Ak) vec (Bk)
† (2.47)

Proposition 2.2 will be proved in Proposition 3.1.
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2.4.2 Choi-Jamiolkowski Isomorphism

Definition 2.7 (Choi-Jamiolkowski Isomorphism). There is a one to one correspon-

dence between a superoperator E and its Choi matrix. We can go from E : L(HA) →
L(HA) to ΦE using Equation (2.43), and we can recover E from ΦE as follows [2]:

E(ρ) = TrB(Φ
E(ρT ⊗ 1A)) (2.48)

To see this, we can replace Equation (2.44) into (2.48).

E(ρ) = TrB(Φ
E(ρT ⊗ 1A))

= TrB

∑
i,j

(Eij ⊗ E(Eij))(ρ
T ⊗ 1A)


=
∑
i,j

E(Eij) Tr
(
Eijρ

T
)

=
∑
i,j

ρijE(Eij)

= E

∑
i,j

ρijEij


= E(ρ)

One of the advantages of the Choi representation is that we can easily determine whether

a superoperator E is a CP map using Choi’s Theorem [10].

2.4.3 Choi’s Theorem

Theorem 2.7 (Choi’s Theorem). A superoperator E : L(HA) → L(HA) is a completely

positive map if and only if the Choi matrix ΦE is positive semi-definite.

Proof. =⇒ ) Assume that E : L(HA) → L(HA) is a completely positive map. From

Equation 2.43, we have that

ΦE = (IA ⊗ E) |ψ⟩⟨ψ| (2.49)
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Since E is a CP map and |ψ⟩⟨ψ| is positive semidefinite, then ΦE is positive semidefinite.

⇐= ) Assume that ΦE is a positive semidefinite matrix. Therefore,

ΦE =
∑
k

|vk⟩⟨vk| (2.50)

From Proposition 2.2, let |vk⟩ = vec (Ak) = vec (Bk). Therefore, the superoperator E
admits a Kraus decomposition such that

(IA ⊗ E)(ρAB) =
∑
k

(IA ⊗ Ak)ρAB(IA ⊗ A†
k) (2.51)

Rewriting ρAB as
∑

i pi |ψi⟩⟨ψi| gives

(IA ⊗ E)(ρAB) =
∑
i,k

pi(IA ⊗ Ak) |ψi⟩⟨ψi| (IA ⊗ A†
k) =

∑
i,k

pi
∣∣Ψi,k

〉〈
Ψi,k

∣∣ ≥ 0 (2.52)

where
∣∣Ψi,k

〉
= (IA ⊗ Ak) |ψi⟩. Therefore, E is a CP map, finishing the proof.

Remark. Choi’s Theorem (2.7) implies that a CP map admits a set of Kraus operators

such that {Ak} = {Bk}, proving Proposition 2.1.

Theorem 2.8. A linear map E : L(HA) → L(HA) is a CPTP map if and only if ΦE =

(IA ⊗ E) (Φ+) ≥ 0 and TrAΦE = 1A [11].

Proof. Assume that E is a CPTP map. Therefore ΦE = (IA ⊗ E) (Φ+) ≥ 0 since E is

CP. Moreover, note that

TrA ΦE = TrA
∑
i,j

Ei,j ⊗ E(Ei,j) =
∑
i,j

Tr(E(Ei,j))Ei,j

=
∑
i,j

δi,jEi,j

=
∑
i

Ei,i = 1A
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Now, assume that ΦE = (IA ⊗ E) (Φ+) ≥ 0 and TrA ΦE = 1A. Then E is a trace

preserving map, since

Tr E(ρ) = TrA

(
TrB

[
ΦE(ρT ⊗ 1A)

])
= TrB

(
TrA

[
ΦE(ρT ⊗ 1A)

])
= TrB

(
TrA

[
ΦE(1B ⊗ 1A)

]
ρT
)

= Tr ρT = Tr ρ

We need to show that (IB⊗E)(ρAB) ≥ 0. Note that we can rewrite positive semidefinite

operators, such as ρAB, in the form

ρAB =
∑
k

|ψk⟩⟨ψk| (2.53)

where |ψk⟩ ∈ HA ⊗HB. Furthermore, each |ψk⟩ can be written as

|ψk⟩ =
∑
i

∑
j

A
(k)
ij |i⟩ ⊗ |j⟩ = (Ak ⊗ 1A)

∑
i

|i⟩ ⊗ |i⟩ = (Ak ⊗ 1A)
∣∣ϕ+
〉

(2.54)

Therefore,

(IB ⊗ E)(ρAB) = (IB ⊗ E)

∑
k

(Ak ⊗ 1A)
∣∣ϕ+
〉〈
ϕ+
∣∣ (Ak ⊗ 1†

A

)
=
∑
k

(Ak ⊗ 1A) (IB ⊗ E)(Φ+)
(
Ak ⊗ 1†

A

)
=
∑
k

(Ak ⊗ 1A) Φ
E
(
Ak ⊗ 1†

A

)
=
∑
k

AkΦ
EA†

k ≥ 0

since ΦE ≥ 0, finishing the proof.
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Theorem 2.9. Let E : L(HA) → L(HA) be a CPTP map. It is always possible to find a

set of Kraus operators for E [11].

Proof. Recall that a linear map E is CPTP if and only if ΦE = (IA ⊗ E) (Φ+) ≥ 0 and

TrA J(E) = 1A. By the Choi-Jamiolkowski Isomorphism, given a operator ΦE , we can

also define a mapping by

E (ρ) = TrB

[
ΦE
(
ρT ⊗ 1A

)]
(2.55)

Let ΦE be an arbitrary positive semi-definite operator. Therefore, it can be decomposed

as

ΦE =
∑
k

|ψk⟩⟨ψk| (2.56)

for some collection of eigenvectors |ψk⟩. Furthermore, each |ψk⟩ can be written as

|ψk⟩ =
∑
i

∑
j

A
(k)
ij |i⟩ ⊗ |j⟩ = (Ak ⊗ 1B)

∑
j

|j⟩ ⊗ |j⟩ = (Ak ⊗ 1B)
∣∣ϕ+
〉

(2.57)

where each Ak is square matrix with entries A
(k)
i,j . Therefore

E(ρ) =
∑
j

TrB

[
|ψk⟩⟨ψk|

(
ρT ⊗ 1A

)]
=
∑
k

TrB

[
(Ak ⊗ 1B)

∣∣ϕ+
〉〈
ϕ+
∣∣ (A∗

k ⊗ 1B)
(
ρT ⊗ 1A

)]

=
∑
k

Ak

(
TrB

[∣∣ϕ+
〉〈
ϕ+
∣∣ (ρT ⊗ 1A

)])
A†

k

=
∑
k

Ak

(
TrB

[∣∣ϕ+
〉〈
ϕ+
∣∣ (1A ⊗ ρ)

])
A†

k

=
∑
k

Ak

TrB

[∣∣ϕ+
〉〈
ϕ+
∣∣]︸ ︷︷ ︸

1

 ρA†
k

=
∑
k

AkρA
†
k
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Moreover, note that

∑
k

A†
kAk =

∑
k

A†
k1Ak

=
∑
k

A†
k TrA

[∣∣ϕ+
〉〈
ϕ+
∣∣]Ak

=
∑
k

TrA

[(
A†

k ⊗ 1B

) ∣∣ϕ+
〉〈
ϕ+
∣∣ (Ak ⊗ 1B)

]

=
∑
k

TrA

[
(Ak ⊗ 1B) |ϕ+⟩⟨ϕ+|

(
A†

k ⊗ 1B

)]
=
∑
k

TrA
∣∣ψj

〉〈
ψj

∣∣
= TrA ΦE

= 1̄ = 1

Therefore, any CPTP map admits an operator-sum decomposition.

Corollary 2.1. Let E : L(HA) → L(HA) be a nonzero linear operator, and let r =

rankΦE . There exists a Kraus representation

E(ρ) =
r−1∑
k=0

AkρB
†
k (2.58)

for some choice of linear operators {Ak}, {Bk} ⊂ L(HA) → L(HA) [2].

Proof. Since r = rankΦE , then

ΦE =
r−1∑
k=0

|uk⟩⟨vk| (2.59)

for some set of vectors {|uk⟩}, {|vk⟩} ⊂ HA ⊗HA. Choose |uk⟩ = vec (Ak) and |vk⟩ =
vec (Bk). Therefore, it follows from Proposition 2.2 that Equation 2.58 is the Kraus

Representation of E .
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Corollary 2.2. Let E : L(HA) → L(HA) be a nonzero linear operator, and let r =

rankΦE . For an ancillary space HB with r = dimHB, there exists a Stinespring repre-

sentation of E of the form

E(ρ) = TrB(AρB
†) (2.60)

for some choice of linear operators V,W : HA → HA ⊗HB [2].

Proof. Let dimHB = r. We can define

A =
r∑
k

Ak ⊗ |k⟩ , B =
r∑
k

Bk ⊗ |k⟩ . (2.61)

where {Ak}, {Bk} are the Kraus operators of E , and {|k⟩} is an orthornormal basis

of the ancillary Hilbert space HB with dimension r it holds that Equation 2.60 is the

Stinespring representation of E with Kraus operators {Ak}, {Bk}.

2.5 χ−Matrix Representation

Definition 2.8 (χ−Matrix). Given a basis {Bα} of HA, we can represent any super-

operator E : L(HA) → L(HA) as

E(ρ) =
∑
α,β

χαβBαρB
†
β (2.62)

where χαβ are the entries of the χ-Matrix [1].

Remark. While any orthonormal basis can be chosen to construct the χ-Matrix, the

generalized Pauli basis Pn is typically preferred and will be used in this project [12].

We can construct the χ−Matrix from the Kraus representation of E . Given Ak =∑
α akαPα, Bk =

∑
β bkβPβ, where Pα, Pβ ∈ Pn, then

E(ρ) =
∑
α,β

χαβPαρP
†
β , where χαβ =

∑
k

akαb
∗
kβ (2.63)

Corollary 2.3. The χ−Matrix of a CP map E : L(HA) → L(HA) is Hermitian and

positive semidefinite.
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Proof. Assume that E is a CP map, therefore {Bk} = {Ak} and the entries of the

χ−Matrix are given by

χαβ =
∑
k

akαa
∗
kβ = χ∗

βα (2.64)

Therefore, χ is Hermitian. Moreover,

⟨x|χ |x⟩ =
∑
α,β

x∗αχαβxβ

=
∑
α,β,k

(akαx
∗
α)(a

∗
kβxβ)

=
∑
k

∣∣∣∣∣∣
∑
β

akβx
∗
β

∣∣∣∣∣∣
2

≥ 0

Which implies that χ is positive semidefinite.

Example 2.5.1 (χ-Matrix of Pauli Channel.). From the definition of a Pauli Channel

(1.7) and χ−Matrix (2.8), we can see that

E(ρ) =
∑
α

pαPαρPα =
∑
α,β

pαδαβPαρPβ =
∑
α,β

χαβPαρPβ (2.65)

Therefore,

χαβ = pαδαβ (2.66)

This means that the χ−Matrix of a Pauli channel is a diagonal matrix, where the

diagonal entries are given by the Pauli probabilities as follows:

χ = diag(p1, . . . , p4n) =


p1 0 . . . 0

0 p2 . . . 0
...

...
. . . 0

0 0 0 p4n

 (2.67)

Therefore, for a Pauli channel E , Tr(χ) = 1. We will see in Example 3.2.2 that if a

superoperator is trace-preserving, then Tr(χ) = 1.
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3 Equivalence of Superoperator Representations

3.1 Introduction

In this section, we will show the relationship among the different superoperator rep-

resentations and prove them. The following proposition is from [2], however we have

added the χ−Matrix representation.

3.2 Relationship Among Representations

Proposition 3.1. Let HA be a Hilbert space, let {Ak}, {Bk} be sets of Kraus operators,

and let E : L(HA) → L(HA) be a linear superoperator. The following are equivalent:

1. Kraus Representation:

E(ρ) =
∑
k

AkρB
†
k (3.1)

2. Superoperator Representation:

[E ] =
∑
k

Ak ⊗ B̄k (3.2)

3. Stinespring Representation: For HB = Cn and A,B : HA → HA ⊗HB

A =
n∑
k

Ak ⊗ |k⟩ , B =
n∑
k

Bk ⊗ |k⟩ (3.3)

we have

E(ρ) = TrB(AρB
†) (3.4)

4. Choi Representation:

ΦE =
∑
k

vec (Ak) vec (Bk)
† (3.5)

5. χ−Matrix Representation: Given Ak =
∑

α akαPα, Bk =
∑

β bkβPβ then

E(ρ) =
∑
α,β

χα,βPαρP
†
β , where χαβ =

∑
k

akαb
∗
kβ (3.6)
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Proof. (1) Kraus ⇐⇒ (2) Superoperator.

vec
(
E(ρ)

)
= vec

∑
k

AkρB
†
k

 = vec

∑
k

Akρ(B
∗
k)

T


=
∑
k

Ak ⊗B∗
k vec (ρ)

= [E ] vec (ρ)

which follows from Roth’s Lemma.

(1) Kraus ⇐⇒ (3) Stinespring.

E(ρ) = TrB(AρB
†) = TrB

∑
k,k′

(Ak ⊗ |k⟩)ρ(B†
k′ ⊗

〈
k′
∣∣)


= TrB

∑
k,k′

AkρB
†
k′ ⊗

∣∣k〉〈k′∣∣


=
∑
k,k′

AkρB
†
k′ ⊗ Tr

(∣∣k〉〈k′∣∣)
=
∑
k,k′

AkρB
†
k′δkk′

=
∑
k

AkρB
†
k

(1) Kraus ⇐⇒ (4) Choi. From Equation 2.44, we have that

ΦE =
∑
i,j

|i⟩⟨j| ⊗ E(|i⟩⟨j|) =
∑
i,j,k

Ak |i⟩⟨j|B†
k ⊗ |i⟩⟨j|

=
∑
i,j,k

(1 ⊗ Ak)(|i⟩⟨j| ⊗ |i⟩⟨j|)(1 ⊗B†
k)

=
∑
k

((1 ⊗ Ak) vec (1))(vec (1)
† (1 ⊗B†

k))

=
∑
k

((1 ⊗ Ak) vec (1))((1 ⊗Bk) vec (1))
†

=
∑
k

vec (Ak) vec (Bk)
†
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(1) Kraus ⇐⇒ (5) χ-Matrix

E(ρ) =
∑
k

AkρB
†
k

=
∑
α,β,k

(akαPα)ρ(bkβPβ)
†

=
∑
α,β,k

akαb
∗
kβPαρP

†
β

=
∑
α,β

χαβPαρP
†
β

We have demonstrated that it is possible to transition from the Kraus representation

to any other representation, and vice-versa. Consequently, one can convert between

any two representations by first translating to the Kraus representation and then to

the desired form.

However, it is not necessary to always use the Kraus representation as an intermediary.

In fact, there are many interesting relationships between the different representations.

Example 3.2.1. The Superoperator and Choi Matrix contain identical elements, but

their entries have been rearranged into different positions by the following reshuffling

operation [13]:

[E ]α,β = [E ]ij,mn = ΦE
nj,mi (3.7)

To visualize the permutations of entries, consider the following matrix representations

for a 2-dimensional Hilbert space.

[E ] =


a b c d

e f g h

i j k l

m n o p

 =⇒


a i c k

e m g o

b j d l

f n h p

 = ΦE (3.8)

In Section 5, we will observe the different representations of several well-known quantum

channels. It will be evident that the relation between the Superoperator and Choi

matrix is given by Equation 3.8.
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Example 3.2.2. The Pauli Transfer Matrix (PTM) and the χ−Matrix both use the

generalized Pauli Basis. Therefore, we can have a relationship between the entries of

the PTM and χ−Matrix. For a d−dimensional Hilbert space, and the definition of the

entries of a PTM and the representation of a superoperator E in terms of the χ−Matrix,

we have

[E ]PTM
ij = Tr

(
P̂iE(P̂j)

)
=

1

d
Tr

Pi

∑
k,l

χklPkPjPl

 =
1

d

∑
k,l

χkl Tr
(
PiPkPjPl

)
(3.9)

By the properties of Pauli matrices, the trace of the product of four Pauli matrices in

a d−dimensional Hilbert space can have five outcomes: 0,±d,±id. The outcomes will

depend in the selection of the four Paulis and their order, up to a cyclic permutation.

This means that we can express the entries of the PTM as a linear combination of the

entries of the χ−Matrix, where the coefficients are 0,±1, and ±i.

[E ]PTM
ij =

∑
k,l

χklζijkl, ζijkl ∈ {0, 1,−1, i,−1} (3.10)

For simplicity, consider the first entry of the PTM, [E ]PTM
11 .

[E ]PTM
11 =

1

d

∑
k,l

χkl Tr(PkPl) =
∑
k

χkk = Tr(χ) (3.11)

This means that the first entry of a PTM is equal to the sum of the diagonal entries of

the χ−Matrix! Combined with Theorem 2.6, we have the following lemma.

Lemma 3.3. If E : L(HA) → L(HA) is a trace-preserving map or unital, then Tr(χ) = 1.

Example 3.3.1. The PTM matrix [E ]PTM and Superoperator matrix [E ] are built the

same way, but they have different bases. Consequently, they are related by a change of

basis operator [14]. For a unitary U defined as

U =
∑
k

|k⟩ vec (Pk)
† (3.12)

Then

[E ]PTM = U [E ]U †, [E ] = U †[E ]PTMU (3.13)
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4 Characterization of CP and CPTP maps

We have just analyzed the case of a general linear superoperator. However, we can

further examine how the equivalence is affected by imposing constraints on our super-

operator. For example, what happens when E is a CP map?

From Proposition 2.1, this implies that {Bk} = {Ak}. Therefore we can particularize

Proposition 3.1 by replacing {Bk} with {Ak}. Applying this restriction gives us new

information about the characterization of CP maps. For example, the Choi matrix

becomes

ΦE =
∑
k

vec (Ak) vec (Ak)
† ≥ 0 (4.1)

which follows from Choi’s Theorem (2.7). We will now take Proposition 3.1 and sev-

eral other definitions, theorems, corollaries from this project, and construct a rigorous

characterization of completely positive maps.

Theorem 4.1 (Characterizations of CP maps [2]). Let E : L(HA) → L(HA) be a nonzero

superoperator. The following are equivalent:

1. E is a CP map.

2. E ⊗ IA is positive.

3. ΦE ≥ 0

4. Kraus Representation: There exists a set of Kraus operators {Ak} such that

E(ρ) =
∑
k

AkρA
†
k (4.2)

5. (4) holds for a set {Ak} with |{Ak}| = rankΦE .

6. Superoperator Representation:

[E ] =
∑
k

Ak ⊗ A∗
k (4.3)
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7. Stinespring Representation: For HB = Cn and A : HA → HA ⊗HB

A =
n∑
k

Ak ⊗ |k⟩ (4.4)

we have

E(ρ) = TrB(AρA
†) (4.5)

8. (7) holds for an ancillary system of dimension rankΦE .

9. Choi Representation:

ΦE =
∑
k

vec (Ak) vec (Ak)
† (4.6)

10. χ−Matrix Representation: Given Ak =
∑

α akαPα, then

E(ρ) =
∑
α,β

χα,βPαρP
†
β , where χαβ =

∑
k

akαa
∗
kβ (4.7)

Proof. We will prove the theorem by the following sequence of implications.

(1) =⇒ (2). It follows trivially from the definition of a CP map (1.3).

(2) =⇒ (3). Since E ⊗ IA is positive, then from Equation 2.46

ΦE = (IA ⊗ E)(vec (1) vec (1)†) (4.8)

is positive semidefinite since vec (1) vec (1)† is positive semidefinite.

(3) =⇒ (5). It follows from Choi’s Theorem, Proposition 2.2 and Corollary 2.1.

(5) =⇒ (4). It follows trivially from Corollary 2.1.

(4) =⇒ (1). It follows from Proposition 2.1.

(5) =⇒ (8). It follows from Corollary 2.1 and 2.2.

(8) =⇒ (7). It follows trivially from Corollary 2.2.

(7) =⇒ (1). It follows from Proposition 2.1 and 3.1.

(1) ⇐⇒ (6) ⇐⇒ (9) ⇐⇒ (10). It follows from Proposition 2.1 and 3.1.
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Figure 7: Diagram of the implications to prove the equivalence of Theorem 4.1

Similar to Theorem 4.1, we can add the condition of trace preservation and analyze the

property of the representations of CPTP maps.

Theorem 4.2 (Characterizations of CPTP maps [2]). Let E : L(HA) → L(HA) be a

superoperator. The following statements are equivalent:

1. E is a CPTP map.

2. ΦE ≥ 0 and TrB(Φ
E) = 1A

3. There exists a set of Kraus operators {Ak} such that

E(ρ) =
∑
k

AkρA
†
k (4.9)

that satisfies
∑

k A
†
kAk = 1

4. (3) holds for a set {Ak} with |{Ak}| = rankΦE .

5. For HB = Cn there exists an isometry A : HA → HA ⊗HB such that

A =
n∑
k

Ak ⊗ |k⟩ (4.10)

we have

E(ρ) = TrB(AρA
†) (4.11)

6. (5) holds for an ancillary system of dimension rankΦE .
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7. E can be expressed as the reduced action of a unitary operator acting on an

extended Hilbert space U : HA ⊗HB → HA ⊗HB as follows:

E(ρ) = TrB

(
Uρ⊗ |0⟩⟨0|U †

)
, (4.12)

where the initial state for the ancilla Hilbert space |0⟩⟨0| is uncorrelated with the

initial system state ρ.

Proof. We will prove the theorem by the following sequence of implications.

(1) ⇐⇒ (2). It follows from Theorem 2.8.

(1) ⇐⇒ (3). It follows from Kraus Representation Theorem (2.1).

(2) =⇒ (4) It follows from Choi’s Theorem, Proposition 2.2 and Corollary 2.1.

(4) =⇒ (3) It follows trivially from Corollary 2.1.

(3) =⇒ (5). It follows from Theorem 4.1, and the fact that A is an isometry, since

A†A =
∑
k,k′

A†
kA

′
k ⊗

〈
k
∣∣k′〉 =∑

k,k′

A†
kA

′
kδkk′ =

∑
k

A†
kAk = 1A (4.13)

(4) =⇒ (6). It follows from Corollary 2.1 and 2.2.

(6) =⇒ (5). It follows trivially from Corollary 2.2.

(5) =⇒ (7). From the proof of Stinespring Dilation Theorem (2.5), we can choose an

unitary U in the extended Hilbert space such that U(1 ⊗ |0⟩) =
∑

k Ak ⊗ |k⟩ = A.

(7) =⇒ (1). It follows from the Stinespring Dilation Theorem (2.5).

1

2

3

4

5

6

7

Figure 8: Diagram of the implications to prove the equivalence of Theorem 4.2
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5 Examples of Quantum Channel Representations

5.1 Amplitude Damping Channel

Kraus Representation: As seen in Example 1.2.2, the Kraus operators are

A0 =

 1 0

0
√
1− γ

 , A1 =

 0
√
γ

0 0

 (5.1)

Stinespring Representation: E(ρ) = TrB(V ρV
†), where V is defined as follows

V =


1 0

0
√
1− γ

0
√
γ

0 0

 (5.2)

Superoperator Representation: The matrix [E ] such that [E ] vec (ρ) = vec
(
E(ρ)

)
in the induced basis {Eα} is represented as

[E ] =


1 0 0 γ

0
√
1− γ 0 0

0 0
√
1− γ 0

0 0 0 1− γ

 (5.3)

Pauli Transfer Matrix: The matrix [E ] such that [E ] vec (ρ) = vec
(
E(ρ)

)
in the

normalized Pauli basis {Pα} is represented as

[E ] =


1 0 0 0

0
√
1− γ 0 0

0 0
√
1− γ 0

γ 0 0 1− γ

 (5.4)
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Choi Representation: The Choi matrix ΦE such that E(ρ) = TrA(Φ
E(1A ⊗ ρT )) is

ΦE =


1 0 0

√
1− γ

0 0 0 0

0 0 γ 0
√
1− γ 0 0 1− γ

 (5.5)

χ-Matrix: The χ-matrix in the normalized Pauli basis {Pα} is

χ =
1

4


(1 +

√
1− γ)2 0 0 γ

0 γ −iγ 0

0 iγ γ 0

γ 0 0 (1−
√
1− γ)2

 (5.6)

5.2 Phase Damping Channel

Kraus Representation: From Example 1.2.3:

A0 =

 1 0

0
√
1− λ

 , A1 =

 0 0

0
√
λ

 (5.7)

Stinespring Representation:

V =


1 0

0 0

0
√
1− λ

0
√
λ

 (5.8)
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Superoperator Representation:

[E ] =


1 0 0 λ

0
√
1− λ 0 0

0 0
√
1− λ 0

0 0 0 1

 (5.9)

Pauli Transfer Matrix:

[E ] =


1 0 0 0

0
√
1− λ 0 0

0 0
√
1− λ 0

0 0 0 1

 (5.10)

Choi Representation:

ΦE =


1 0 0

√
1− λ

0 0 0 0

0 0 0 0
√
1− λ 0 0 1

 (5.11)

χ-Matrix:

χ =
1

2


1 +

√
1− λ 0 0 0

0 0 0 0

0 0 0 0

0 0 0 1−
√
1− λ

 (5.12)
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5.3 Amplitude + Phase Damping Channel

Kraus Representation: From Example 1.2.4:

A0 =

 1 0

0
√
1− λ′ − γ

 , A1 =

 0 0

0
√
λ′

 , A2 =

 0
√
γ

0 0

 (5.13)

Stinespring Representation:

V =



1 0

0 0

0
√
γ

0
√
1− λ′ − γ

0
√
λ′

0 0


(5.14)

Superoperator Representation:

[E ] =


1 0 0 γ

0
√
1− λ′ − γ 0 0

0 0
√
1− λ′ − γ 0

0 0 0 1− γ

 (5.15)

Pauli Transfer Matrix:

[E ] =


1 0 0 0

0
√
1− λ′ − γ 0 0

0 0
√
1− λ′ − γ 0

γ 0 0 1− γ

 (5.16)
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Choi Representation:

[E ] =


1 0 0

√
1− λ′ − γ

0 0 0 0

0 0 γ 0
√
1− λ′ − γ 0 0 1− γ

 (5.17)

χ-Matrix Representation:

χ =
1

4


(
1 +

√
1− λ′ − γ

)2
+ λ 0 0 γ

0 γ −iγ 0

0 iγ γ 0

γ 0 0
(
1−

√
1− λ′ − γ

)2
+ λ

 (5.18)

5.4 One-Qubit Pauli Channel

Kraus Representation: Following Definition 1.7, the Kraus operators will have the

form

Ak =
√
pkPk (5.19)

Therefore, the Kraus operators are

A1 =
√

1− p′I, A2 =
√
pxX, A3 =

√
pyY, A4 =

√
pzZ (5.20)

Stinespring Representation:

V =



√
1− p′ 0

0
√
px

0 −i√py
√
pz 0

0
√
1− p′

√
px 0

i
√
py 0

0 −√
pz


(5.21)
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Superoperator Representation:

[E ] =


(1− p′) + pz 0 0 px + py

0 (1− p′)− pz px − py 0

0 px − py (1− p′)− pz 0

px + py 0 0 (1− p′) + pz

 (5.22)

Pauli Transfer Matrix:

[E ] =


1 0 0 0

0 1− 2
(
py + pz

)
0 0

0 0 1− 2 (px + pz) 0

0 0 0 1− 2
(
px + py

)

 (5.23)

Choi Representation:

ΦE =


(1− p′) + pz 0 0 (1− p′)− pz

0 px + py px − py 0

0 px − py px + py 0

(1− p′)− pz 0 0 (1− p′) + pz

 (5.24)

χ-Matrix Representation:

χ =


1− p′ 0 0 0

0 px 0 0

0 0 py 0

0 0 0 pz

 (5.25)
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5.5 Depolarizing Channel

As seen in Example 1.3.1 the depolarizing channel is a Pauli Channel with probabilities

px = py = pz = p/4.

Kraus Representation: The Kraus operators are

A1 =

√
1− 3p

4
I, A2 =

√
p

4
X, A3 =

√
p

4
Y, A4 =

√
p

4
Z (5.26)

Stinespring Representation:

V =



√
1− 3

4
p 0

0
√
p/4

0 −i
√
p/4√

p/4 0

0
√

1− 3
4
p√

p/4 0

i
√
p/4 0

0 −
√
p/4


(5.27)

Superoperator Representation:

[E ] =


1− p/2 0 0 p/2

0 1− p 0 0

0 0 1− p 0

p/2 0 0 1− p/2

 (5.28)

Pauli Transfer Matrix:

[E ] =


1 0 0 0

0 1− p 0 0

0 0 1− p 0

0 0 0 1− p

 (5.29)
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Choi Representation:

ΦE =


1− p/2 0 0 1− p

0 p/2 0 0

0 0 p/2 0

1− p 0 0 1− p/2

 (5.30)

χ-Matrix Representation:

χ =


1− 3

4
p 0 0 0

0 p/4 0 0

0 0 p/4 0

0 0 0 p/4

 (5.31)

We can see the relations between certain representations that were previously mentioned

in Section 3. The Superoperator and Choi matrices for a superoperator E are related

by the entry permutation as shown in Equation 3.8.

Additionally, we can observe that the entries of the PTM can be represented as a linear

combination of the entries in the χ-Matrix. More evidently, the first entry of every

PTM is equal to 1 as all the maps are trace-preserving as follows from Theorem 2.6,

which is equal to the sum of the diagonal entries of their respective χ−Matrices.

We can also see by Theorem 2.6 that the only CPTP maps that are not unital are

the Amplitude Damping Channel (5.1) and the Phase + Amplitude Damping Channel

(5.3)
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